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What a Newbie Wants, What a Newbie Needs

Let me introduce myself. I’m the Rip Van Winkle of electronic music. I have been away from the field of music theory for nearly 20 years. Silly me, I thought I could raise kids and still compose in my spare time. First of all, raising kids leaves you extremely little spare time, and you spend that either sleeping or trying to drive some repetitive Sesame Street song out of your mind. 

When I “retired” we were programming with decks of cards and storing microcomputer programs on cassette tape! For my Master’s thesis I wrote a program that drilled aural comprehension students on melodic memory. They entered the note names AND the rhythms. Quite an achievement back then.

Finally, I got two of the three kids off to college and had some time to rediscover the field I loved so well. My main access to the state of the art is through the Web. I bounced about from link to link, overwhelmed and beginning to despair, when I happened upon Csound. The skies parted, a light shone down upon me, and a heavenly chorus began to sing. (Actually, I think it was “Trapped in a Convert”.) Here was the perfect program for me - total control, totally digital and totally free!!

That was several months ago. I have since worked my way through the mini-toots, the master toots, and a variety of helpful websites. (Thank you Google!) There is so much to learn and experiment with that I sometimes feel overwhelmed. This is especially so when I read the postings to the Csound mail list. I must admit that 90 percent of the time I really have no idea what is being discussed.

When I feel I am not making progress as quickly as I should I read the occasional posting where someone else admits that they have been working in Csound for years and still feel they are only scratching the surface of the capabilities of this program. It’s good to know there are others out there like me. A little encouragement to those of us new to the program would be greatly appreciated! To that end, I have started a wish list for Newbies. I hope others will add to it.

A Newbie Wish List

1. A mailing list for newbies only where we can ask questions (after consulting all available resources, of course) or ask for further explanation without fear of being ridiculed or ignored.

2. A listing of all user groups by geographical region. What a treat it would be to meet face to face with other Csounders! It would be nice to know what groups are out there. Hopefully, it would encourage the forming of more groups.

3. A section of the e-zine devoted to compositional techniques. I find I’m adapting to way I compose to make score coding more efficient. Any tips from the pros would be most welcome.

4. Speaking of the e-zine – how about a column each issue that details the building of a fairly simple instrument that even Newbies could understand? Let’s encourage the simple but elegant in instrument construction.

That’s all I have for now. I’m sure others will be adding to this list soon.

Happy Csounding!

Pam Covert

pacovert@hotmail.com
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Building a modular system for realtime algorithmic composition and improvisation
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The following is a description of a system under development, as part of an ongoing research project. The research project has the title “New artistic potential by improvisational application of compositional techniques, a new computer instrument for performing musicians”. The research project is part of the Norwegian research program for artistic development work.

The scope of this article is to describe the structural approach applied to building a proposed modular system for realtime composition. Some details of the implementation will be suggested, but focus will be on the structural framework.

The implementation uses Csound as the audio processing core of the system, while higher level processes will be coded in Python, Lisp, C++, or a combination of these. Inter application communications would ideally utilize Open Sound Control, to some extent the newly established binding between Csound and Python may be utilized. The audio processing core of the system might be viewed as a “Sound Server”, in some respects akin to the client-server architecture used in James McCartney’s SuperCollider.

The parts of the system implemented in Csound may suggest a programming structure that can make the exchange of Csound instruments between projects easier.

During the author’s earlier work with live sampling and improvisation, the common method has been hard coding of Csound instruments for one specific purpose. This was a result of hacking away, solving one problem after another, and only intuitively following a more general plan. A basic musical goal was set, but the details of audio processing and compositional techniques were implemented on what could be called a "day to day basis". This led to a complex orchestra of audio instruments, control processes, live sampling instruments, midi control, and graphic interface, all in one tangled mess.

As a substantial part of the ongoing research project, the author’s composition/performance system will be rebuilt. The goal is to create a system for realtime composition and live sampling that is modular and flexible enough that new compositional techniques and ideas can easily be implemented. This should make experimentation with new techniques easier, as the main body of the modular system can remain intact while experimentation is done within separate modules of the software. Each module in the system should have an interface as generic as possible, so that interlinking of modules could easily be done automatically facilitating re-linking of modules during performance.

This could also have the side effect that one does not have to load more modules than needed for a specific musical setting, saving CPU resources. The system should have the ability to dynamically load audio generators and compositional control modules. This way, it opens for the possibility that new ideas and directions might occur during the performance of a piece, elements that was not preconceived before the performance started. This combined approach of composition and improvisation allows a piece to be partly planned in advance, and still have the flexibility to evolve for each performance.

Csound is a great language for flexibility and efficiency in audio processing, with a vast library of signal generators and modifiers. However, the language of Csound is not particularly well suited for higher level general programming tasks. This is partly because its architecture and program flow is geared towards the efficient execution of audio processing tasks, and partly because it is an old language, sometimes making it inflexible and cumbersome for programming e.g. algorithmic processes. This is not to say that it is impossible to "do it all" in Csound, but it seems it might be easier to do parts of the programming with other tools. Recently, Csound and the scripting language Python have become more compatible, thanks to the effort of Maurizio Umberto Puxeddu and Michael Gogins. Csound can now call Python functions, and also the other way around, as Csound can be used as a Python module. This opens up for extended communications between the two. Python might be a good choice for implementing compositional control algorithms, due to its object orientation, modern syntax and large library of extension modules. Python could also be utilized for implementing a graphical interface for the system, but the final decision on the GUI tool can still be postponed. One could argue that Python is not the most CPU-effective language available, but it seems it's speed will be sufficient for compositional algorithmic control, as these processes does normally evolve at a relatively slow pace compared to e.g. audio processing tasks. The exception being compositional algorithms that works directly on the audio signal, as opposed to on a structural level.

To make the complete system as flexible as possible, the use of Open Sound Control will be investigated for cross-application communications. This gives the possibility of running each application (algorithmic control, graphics, audio processing) on separate computers, to get access to additional processing power when needed. This model also makes it possible to run all applications on one computer, when only one is available (e.g. touring with a limited laptop setup etc.).

In the following sections, I will explain briefly the building blocks of the system.

Algorithmic Process 

Here, this term is used to describe a process generating data or structures that can later be mapped to musical parameters.

This can be implemented in Python or in other scripting language (e.g. LISP)

The process might be a Markov chain, Lindenmayer system, Cellular automata or other organic model suited for generation or transformation of data used as source for musical material. It may also be a timeline or other timed automation process controlling either the other algorithmic processes or handling compositional "preset" situations. The concept of presets might be exemplified as a set of parameters controlling the behavior of the system as a whole. Presets might be worked out and stored prior to performance (or inherited from earlier performances). But, more interesting is maybe the ability to store presets during an improvised performance, to be able to instantly recall musical sections that worked particularly well, creating a framework for structural control within an improvised setting. There will also be a feature for interpolating between presets, so that gradual transitions from one musical situation to another can be done.

Manual control

Two types of manual interaction are suggested. One high level model which directs the automatic processes and one low level model which gives detailed control over one Voice Group at a time.  The concept of a Voice Group is used here to describe a single instrument, or multiple instruments treated as a group.

The low level model can be used to play a Voice Group in a manner associated with traditional musical instruments. This can be utilized by the performer to create improvised melodic lines, or other spontaneous musical material as input to the system. It is thought that this type of manual control can lend the system the needed impulsive musical approach associated with improvisation.

The high level control model is used to give access to parameters for the algorithms in play at a given moment. It might also give access to rewiring, or reconnection of other modules in the system. It should also give the performer access to musically relevant parameters as for example “density”, “brightness” and so on, these parameters are thought as meta-control types combining a mapping of several more technically relevant parameters. Finally, this layer can give access to the actual mappings of the meta-control parameters.

All of the manual control parameters should be accessible via a Graphical User Interface (GUI), but it is expected that the GUI will not provide a fast enough interaction model for responsive musical communication with the system. For this purpose, a Physical User Interface (PUI) will be implemented. As an example, this can utilize control surfaces (fader boxes etc.) that communicate via MIDI or Open Sound Control (OSC). Evidently, the PUI will not be portable in the same sense as the software components can be portable. It should of course be transportable, but in most circumstances not directly transferable to another user/performer that uses a different hardware setup.

Graphical Interface

The data streamed from this module should have as generic format as possible, leaving further processing of the data stream to the Mapping Module. The details of the GUI will be worked out at later stage of the project. It is expected that some form of an audio wave display will be used to assign phrases, or slices, of audio to the different mapping modules. Further on, it is expected that a 3D-oriented visual display of objects, modules and processes might give the performer an intuitive insight in the state of the system at a given moment.

Mapping Layer

Taking input from the Algorithmic process, translating the data into musical parameters. This is where a large part of the compositional work is focused; this is where the composer can make the most of a difference. The implementation and details regarding the modules of the mapping layer are just barely suggested at this stage of the work. It is expected that these will grow out of empirical investigations during the project. The design of these modules must seek to employ a generic and flexible strategy, allowing for experimentation.

This "translation layer" might be implemented in Csound, Python, or perhaps divided between the two. In any case, this layer constitutes the interface to the sound server part of the system.

Direct performer control over audio instruments (e.g. via midi keyboard or other interface) is implemented as a special case of the Mapping Module.

Event Generator 

Takes input from the Mapping Modules and generates instrument events. The Event Generator will facilitate dynamic allocation of control channels and voice number for the different voices. Allocation is done to "Voice Groups". The concept of Voice Groups is here thought of in a similar way to instruments groups in a symphonic orchestra, several voices doing the same job, or variations on the same job.

One Event Generator can initiate several Voice Groups, if the input data calls for it, but more normally it will work on one Voice Group.

Voice Group, audio processing module

This module contains an audio generator, preferably implemented as a generic audio instrument able to generate a wide palette of sounds and transformations. The idea behind this generic approach is that it should be possible to morph seamlessly between different sonic textures only by changing the parameter values to the audio generator.

Each Voice Group has a dedicated Mixing module integrated in its design, possibly with designated insert effects, akin to the use of inserts on a traditional mixing console. Like a mixing console channel, it also has auxiliary sends for master section effects, as well as amplitude and panning.

If the practical implementation shows that it is highly inefficient to use a generic, full-fledged audio generator at all times (e.g. the CPU usage is so high that only 10-15 voices is available on a single computer in real time), it is possible to implement a simplified audio generator for use in settings where the number of voices available is more important than the sonic flexibility of each single voice.

If other instrument designers decide on using the architecture suggested in this article, one could easily suggest the use of any audio generator or instrument as a plug-in to the Voice Group.

Audio Master Section

This module contains the audio output handling as well as any "always on" effects processing units. The effects might be set up as "effects sends" from the mixer channels, and/or as master insert effects affecting any and all audio to be output.

Feedback

A feedback path needs to be set up to allow signals to travel from the last modules in the chain, back to the first modules. An obvious use of this feedback is for signal display in the graphical user interface, but much more conceptually important is the use of feedback from the audio instruments to affect the parameters of the algorithmic processes. This can potentially lead to a rich network of interrelated processes, where the "top down" organizing structure is balanced by the ability for any process to influence another, on any level of the structure, directly or indirectly. Obviously, the use of direct audio feedback to allow an audio generator to feed back into itself might be a possible use of this feature, albeit with the limitations of Csound’s k-rate processing structure. This implies a delay of 1/kr seconds into the feedback signal chain, introducing quite noticeable artifacts with some signal processing techniques (e.g. frequency modulation with modulator feedback).

A few details about the Csound implementation:

It might be that the generic design of the modules allows for a standardized way of exchanging Csound instruments. New audio generator instruments or audio processing effects instruments might simply be plugged in, provided they adhere to the input/output routing proposed here. Some effort has been invested in trying to make the handling of processes internal to Csound (e.g. ftables and zak channels) as transparent as possible, meaning the system will take care of handling these things within a standard set of rules. Named ftables is used whenever possible, but there is also an additional layer of collecting and indexing source signals (as stored in ftables). This additional layer is meant to provide a flexible access to any waveform stored in any ftable, treating all source waveforms as one single pool from which each oscillator might pick and choose. Eventually, live input sampling can be seamlessly integrated as source waveform into this pool, with the additional benefit that single musical phrases can be marked as segments. Single sounds can appear as subsegments to the marked phrases. Any part of the source audio signal might be part of several different phrases of different lengths. 

The zak channels are used for all audio in/out as well as for all k-rate control parameters between instruments. Zak channel numbers are automatically assigned upon initialization of a new Voice Group. This is done via a mechanism that checks for available channels, assigns and indexes channels numbers, and then frees the channels when the Voice Group is no longer in use.

The following figure shows the basic structure of the system as suggested in this article:
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Conclusion

An experimental implementation of parts of the system is available through the author, it will be publicly available as soon as it is considered to be in a generally useable state. Comments and feedback on the issues discussed here is appreciated.[image: image2.png]
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